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Recent works in computer vision and multimedia have shown that image memorability can be automatically

inferred exploiting powerful deep learning models. This paper advances the state of the art in this area

by addressing a novel and more challenging issue: “Given an arbitrary input image, can we make it more
memorable?”. To tackle this problemwe introduce an approach based on an editing-by-applying-filters paradigm:

given an input image, we propose to automatically retrieve a set of “style seeds”, i.e. a set of style images

which, applied to the input image through a neural style transfer algorithm, provide the highest increase in

memorability. We show the effectiveness of the proposed approach with experiments on the publicly available

LaMem dataset, performing both a quantitative evaluation and a user study. To demonstrate the flexibility

of the proposed framework, we also analyze the impact of different implementation choices, such as using

different state of the art neural style transfer methods. Finally, we show several qualitative results to provide

additional insights on the link between image style and memorability.
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1 INTRODUCTION
We live in an instant society, a society where everything has to be quick and fast and in which

the enormous amount of visual stimuli we receive daily has greatly overwhelmed the human

capacity to store information. Indeed, though it was shown that the human brain retains knowledge

derived from images and videos at a greater capacity with respect to other types of signals [9],

it is practically impossible to absorb all visual information which we are daily exposed to. As a

consequence, marketers and graphic designers are continuously struggling for capturing consumers’

visual attention, and even more, to leave a trace in his/her memory. This has lead to the development

of several digital tools which facilitate the modification of visual contents for capturing users gaze

and for improving images memorability, shareability and likability. While research studies in
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Fig. 1. Illustration of the main idea behind the proposed framework (best viewed in colors). Given a generic
natural image (left), our approach automatically finds the best style filters, i.e. the ”seeds” (center) that
increase the most the memorability of the input image. Style filters are sorted by the corresponding predicted
memorability increases. Memorability scores in the range [0,1] are reported (bottom right corner of each
image).

cognitive neuroscience are used by marketers and designers to derive general rules for reshaping

visual contents, it would be desirable to reduce and/or complement human intervention and devise

technological solutions to automatically modify images and videos according to specific properties

or attributes. The specific case of memorability is interesting in practice, since it has not only a

commercial impact in marketing and fashion as well as in the way visual content influences people,

but has also a profound impact in education and more generally in knowledge dissemination.

Following this line of thought, this work introduces an approach to automatically modify images

such as to increase their memorability, i.e. their chance to be remembered. Previous research studies

have shown that memorability is an intrinsic image property [17], i.e. different viewers exhibit
similar memory performance in remembering/forgetting specific images [5, 40]. Other works have

demonstrated that image memorability can not only be measured with specific user studies but

also automatically predicted by employing advanced deep learning models with an accuracy close

to human performance [21].

This work makes a step forward along this research direction and we propose an approach to

automatically increase the memorability of an arbitrary input image by changing its style, i.e. its
low level features, while preserving its high level content. More in detail, inspired by the editing-
by-applying-a-filter paradigm implemented in popular tools such as Instangram or Prisma, we cast

the problem of increasing image memorability as a problem of retrieving the most “memoralizable”

style for the given image.

The main idea behind the proposed method is illustrated in Figure 1. Given a generic image,

our approach provides as output a list of suggested style images, i.e. the style seeds, sorted by

the estimated increase in memorability that the input image would achieve after stylization. The

suggested seeds are then used, together with the input image, to compute a set of stylized and highly

memorable images which are provided to the user. Our framework, which we refer as S3
or S-cube,

relies on three different modules (see Figure 2): the Synthesizer, which takes as input a generic

image and a given style and outputs the corresponding stylized image; the Scorer, which assigns a

memorability score to an input image and the Selector, which takes as input a generic image and

suggests the most “memoralizable” styles for that image. In details, at training time, given a set of

input images and different style seeds, the Synthesizer is used to generate several stylized images

using neural style transfer techniques. Subsequently, the Scorer is applied to each triplet of original

image-seed-stylized image, in order to compute a score reflecting the increase/decrease in terms

of image memorability. The obtained scores are used to train the Selector, a deep neural network

which, given an arbitrary input image is able to retrieve the top N seeds, i.e. the N seeds which

produce the largest increase in memorability. At test time (Figure 1), the Selector is used to retrieve
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the most memorabilizing seeds and provide them to the Synthesizer in order to generate highly

memorable images. We evaluate the proposed approach conducting experiments on the publicly

available LaMem dataset, showing that our method is effective in increasing image memorability.

This paper extends our previous work [37]. In particular, with respect to [37] we demonstrate

the flexibility of the proposed framework showing that (i) different network architectures can be

used for implementing both the Synthesizer and the Selector and that (ii) the optimal values of the

hyper-parameters used in the Synthesizer can be automatically estimated, further increasing the

memorability gap. Moreover, we significantly extend the experimental evaluation by performing a

user study and adding a qualitative analysis to investigate the correlation between memorability

and other perceptual properties such as affective quality.

To summarize, the contribution of our work is threefold:

� We introduce a novel framework to increase the memorability of images. We cast this task as

a problem of selecting the most memoralizable style “seeds” for a given image. In this way

we keep the users in the loop allowing them to choose among a small set of top styles. The

effectiveness of our approach in recommending the best styles is demonstrated with several

qualitative and quantitative results and with a user study.

� We demonstrate the flexibility of our framework with respect to different implementation

choices. Specifically, we show that our method is agnostic to the choice of the style transfer

method in the Synthesizer or to the neural architecture implementing the Selector.

� We propose an extended version of the method described in [37] where the optimal value of

the style transfer hyper-parameter regulating the trade-off between style and content can be

automatically estimated for a given image. In this way, our approach is able to compute not

only the best styles but also to determine the optimal degree of stylization.

2 RELATEDWORK
There are mainly three research lines related to our work: (i) studies addressing automatic image

manipulation for altering perceptual attributes, (ii) works on neural style transfer and (iii) studies

which analyze visual memorability. In this section we provide an overview of the most recent

papers within these lines.

Image Manipulation. Recent works have shown that it is possible to manipulate images with

the ultimate goal of altering perceptual properties such as aesthetic value [45], evoked emotions [31]

and memorability [20, 21]. For instance, Wang et al. [45] proposed a deep learning architecture

which increases the aesthetic value of a given picture by suggesting the best image cropping. The

crop suggestion is based both on saliency and on aesthetic quality criteria. Peng et al. [31] attempted

to modify the emotions evoked by an image by adjusting its color tone and its texture features.

Similarly, in [14] a methodology to exploit color palette in order to modify arbitrary images and

evoke specific emotion was presented. Ali et al. [2] described an image transformation approach

for modifying a source image in a way such that it can induce an emotional affect on the viewer.

Kim et al. [23] proposed a methodology based on semantic segmentation to modify the valance-

arousal score of images of natural scenes. Khosla et al. [21] showed that by removing visual details

from an image through a cartoonization process its memorability score can be modified. However,

they did not provide a methodology to systematically increase the memorability of pictures. The

same group [20] also demonstrated that it is possible to increase the memorability of faces, while

maintaining the identity of the person and properties like age, attractiveness and facial expression.

Up to our knowledge, ours is the first attempt to automatically increase the memorability of generic

images (not only faces). We cast the problem of increasing image memorability as a problem of
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selecting the most �memorabilizable� style �lters, thus addressing the task of image manipulation
under the popular �editing-by-applying-a-�lter� paradigm.

Neural Style Transfer. The pioneering work in [8] on neural style transfer has been followed up
by many other studies mostly addressing its limitations in terms of computational cost. In particular,
Ulyanovet al.[44] dramatically reduced the time required for stylization, despite introducing the
constraint that only a pre�xed number of styles can be adopted. Huanget al.[15] proposed a style
transfer method which is fast and works with arbitrary styles. Other research studies proposed
modi�cations of the original style transfer framework [8] in order to adapt it to di�erent applications,
such as photorealistic rendering [27] or semantically composite transfer [6].

More recent works [46] addressed the problem of improving the quality of the stylized images,
considering second order statistics for style representation. Other works [33] addressed the problem
of style transfer in videos, proposing methods which generate multiple frames with a speci�c
style while ensuring temporal coherence. Shenget al. [36] proposed an e�cient technique for
zero-shot style transfer,i.e.for transferring arbitrary styles into content images. A Multi-style
Generative Network was presented in [46] with the purpose of retaining the functionality of earlier
optimization-based approaches, while ensuring real time processing.

However, to the best of our knowledge no previous works on deep stylization focused on
modifying images in order to enhance speci�c high level attributes such as memorability.

Memorability and Related Perceptual Attributes. Visual memorability has been investigated
by several works both from a psychological [9, 41] and a computational perspective [16, 39]. While
works in psychology mostly focused on the human memory capacity, recent works in computer
vision studied memorability as an intrinsic property of images. Several works considered the
questionWhat makes an image memorable?, �nding that image properties like distinctiveness [5, 40]
and arousal [25, 29, 32] have a positive in�uence on memorability. Khoslaet al.[21] demonstrated a
positive correlation between memorability and popularity, suggesting that memorable images have
a higher chance of becoming popular. Subsequent works from the same research group showed that
it is possible to predict the number of views that an image will receive on social media even before
it is uploaded [19]. Other studies lead to the conclusion that high level concepts like the presence
of faces are what contribute mostly to memorability [18]. Similarly, a recent study demonstrated
that users are more likely to watch videos which have highly memorable and interesting video
summaries [30]. How to automatically modify generic images in order to make them memorable
has been addressed in [35]. However, this work does not exploit the �exibility of neural style
transfer techniques to solve this task.

The link between memorability and style-related cues like colors has been previously explored.
For instance, studies found that harmonious colors appear to be more memorable [42]. Other works
showed a negative correlation between memorability and other image properties like aesthetic
value [18, 22] and interestingness [12]. In particular, visual interestingness was found to positively
correlate with the perceived image naturalness [13, 39] and complexity [1, 3, 7, 11, 39]. Additionally,
works in psychology investigated the link between visual complexity and human memory. For
example, high complexity was found to reduce the ability to focus on important visual information
in [16]. In this work, we advance the state of the art on computational models for studying
memorability by analyzing the role of the image style and by further investigating the relation
between memorability and other perceptual attributes such as interestingness. To the best of our
knowledge, no works so far have investigated the e�ect of transferring a style to an image in order
to enhance its memorability.
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