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ABSTRACT

Understanding and controlling latent representations in deep generative models
is a challenging yet important problem for analyzing, transforming and generat-
ing various types of data. In speech processing, inspiring from the anatomical
mechanisms of phonation, the source-filter model considers that speech signals
are produced from a few independent and physically meaningful continuous latent
factors, among which the fundamental frequency and the formants are of primary
importance. In this work, we show that the source-filter model of speech produc-
tion naturally arises in the latent space of a variational autoencoder (VAE) trained
in an unsupervised fashion on a dataset of natural speech signals. Using only a few
seconds of labeled speech signals generated with an artificial speech synthesizer,
we experimentally demonstrate that the fundamental frequency and formant fre-
quencies are encoded in orthogonal subspaces of the VAE latent space and we de-
velop a weakly-supervised method to accurately and independently control these
speech factors of variation within the learned latent subspaces. Without requir-
ing additional information such as text or human-labeled data, we propose a deep
generative model of speech spectrograms that is conditioned on the fundamental
frequency and formant frequencies, and which is applied to the transformation of
speech signals.

1 INTRODUCTION

High-dimensional data such as natural images or speech signals exhibit some form of regularity
which prevents their dimensions from varying independently from each other. This suggests that
there exists a latent representation of smaller dimension from which the high-dimensional observed
data were generated. Discovering the hidden properties of complex data is the goal of representa-
tion learning, and deep latent-variable generative models have emerged as promising unsupervised
approaches (Goodfellow et al., 2014; Kingma & Welling, 2014; Rezende et al., 2014; Chen et al.,
2016; Higgins et al., 2017; Kim & Mnih, 2018; Chen et al., 2018). The variational autoencoder
(VAE) (Kingma & Welling, 2014; Rezende et al., 2014), which is equipped with both a generative
and inference model, can be used not only for data generation but also for analysis and transforma-
tion. As an explicit model of a probability density function (pdf), the VAE can also be used as a
learned prior for solving inverse problems such as compressed sensing (Bora et al., 2017), speech
enhancement (Bando et al., 2018; Leglaive et al., 2018), or source separation (Kameoka et al., 2019;
Jayaram & Thickstun, 2020). Making sense of the latent representation learned by a VAE and con-
trolling the underlying continuous factors of variation in the data are important challenges to build
more expressive and interpretable generative models and probabilistic priors.

Previous works on representation learning with deep generative models, in particular VAEs, have
mostly focused on images (Higgins et al., 2017; Kim & Mnih, 2018; Chen et al., 2018; Locatello
et al., 2019; 2020). Yet, it is not always easy to define the ground-truth latent factors of variation
involved in the generation of natural images. For speech data, the latent factors of variation can
be directly related to the anatomical mechanisms of speech production. This makes speech data
interesting for investigating the disentangled representation learning capabilities of VAEs, comple-
mentary to studies dealing with images. A key concept for characterizing the structure of speech
signals is deduced from the source-filter model proposed by Fant (1970). This model, described in
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more detail in Section 2.2, implies that a speech signal is mainly characterized by a few continuous
latent factors of variation corresponding to the vibration of the vocal folds (i.e., the source), which
defines the fundamental frequency, and the resonances of the vocal tract (i.e., the filter), which de-
fine the formants. The source-filter model is at the core of various fundamental speech processing
techniques such as cepstral representations and linear predictive coding (LPC) (Rabiner & Schafer,
2010). Valin & Skoglund (2019); Wang et al. (2019) and Juvela et al. (2019) have recently shown
that the efficiency of neural speech vocoders can be largely improved by leveraging the source-
filter model. Other works investigating the interaction between the source-filter model and neural
networks include Lee et al. (2019) and Choi et al. (2021). All these studies illustrate the interest
of combining deep learning techniques with more traditional signal processing models and algo-
rithms. In this work, we interpret and control the latent space of a VAE from the perspective of the
source-filter model of speech production, which can be beneficial for various applications in speech
analysis, transformation, and synthesis.

We first train a VAE on a dataset of about 25 hours of unlabeled speech signals. Then, using only a
few seconds of labeled speech signals generated with an artificial speech synthesizer, we propose a
method to analyze and control the fundamental frequency and the formant frequencies in the latent
representation of the previously trained VAE. Our contributions are the following: (i) We experi-
mentally demonstrate that the fundamental frequency and the frequency of the first three formants
are encoded in orthogonal subspaces of the VAE latent space. This shows that a vanilla VAE trained
in an unsupervised fashion is able to learn a representation that is compliant with the source-filter
model of speech production. (ii) We develop a weakly-supervised method to precisely and inde-
pendently control the source-filter continuous latent factors of speech variation within the learned
subspaces. We put in evidence the orthogonality of these subspaces, which allows us to perform
speech transformations in a disentangled manner (i.e., modifying one of the factors does not affect
the others). (iii) Without requiring additional information such as text or human-labeled data, we
propose a deep generative model of speech spectrograms conditioned on the fundamental frequency
and formant frequencies. To the best of our knowledge, this is the first study showing the link be-
tween the classical source-filter model of speech production and the representation learned in the
latent space of a VAE. Thanks to this link, we propose a principled method to generate speech data
controlled with interpretable trajectories (of e.g., fundamental frequency and formant frequencies).

2 BACKGROUND

2.1 VARIATIONAL AUTOENCODER

Generative modeling consists in learning a probabilistic model of an observable random variable
x 2 X � RD. Let D = fx1; :::;xN 2 Xg be a dataset of N = #D independent and
identically distributed (i.i.d.) observations of x. The empirical distribution of x is defined by
p̂(x) = 1

N

P
xn2D �(x � xn), where � is the Dirac delta function, which is null everywhere ex-

cept in 0 where it takes the value 1.

The variational autoencoder (VAE) (Kingma & Welling, 2014; Rezende et al., 2014) attempts to
approximate p̂(x) with a pdf p�(x) parametrized by �. High-dimensional data such as natural images
or speech signals exhibit some form of regularity which prevents theD dimensions of x from varying
independently from each other. We can thus assume that there exists a latent variable z 2 RL, with
L � D, from which the observed data were generated. Accordingly, the model distribution in
the VAE is defined by marginalizing the joint distribution of the latent and observed data, p�(x) =R
p�(xjz)p(z)dz.

In this work, the observed data vector x 2 RD+ denotes the power spectrum of a short frame of
speech signal (i.e., a column of the short-time Fourier transform (STFT) power spectrogram). Its
entries are non negative and its dimension D equals the number of frequency bins. We use the
Itakura-Saito VAE (IS-VAE) (Bando et al., 2018; Leglaive et al., 2018; Girin et al., 2019) defined by

p(z) = N (z; 0; I); p�(xjz) =
YD

d=1
Exp

�
[x]d; [v�(z)]�1

d

�
; (1)

whereN and Exp denote the densities of the multivariate Gaussian and univariate exponential distri-
butions, respectively, and [v]d denotes the d-th entry of v. The inverse scale parameters of p�(xjz)
are provided by a neural network called the decoder, parametrized by � and taking z as input.
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The marginal likelihood p�(x) and the posterior distribution p�(zjx) are intractable due to the non
linearities of the decoder, so it is necessary to introduce an inference model q�(zjx) � p�(zjx),
which in the VAE is usually defined by

q�(zjx) = N (z; ��(x);diagfv�(x)g) ; (2)
where the mean and variance parameters are provided by a neural network called the encoder
network, parametrized by � and taking x as input. Then, the VAE training consists in max-
imizing a lower-bound of ln p�(x), called the evidence lower-bound (ELBO) and defined by
L(�; �) = Ep̂(x)

�
Eq�(zjx) [p�(xjz)]�DKL (q�(zjx) k p(z))

�
. During training, the generative and

inference model parameters � and � are jointly estimated by maximizing the ELBO, using (vari-
ants of) stochastic gradient descent with the so-called reparameterization trick (Kingma & Welling,
2014; Rezende et al., 2014).

2.2 SOURCE-FILTER MODEL OF SPEECH PRODUCTION

The source-filter model of speech production (Fant, 1970) is at the basis of many speech processing
systems. It considers that the production of speech results from the interaction of a source signal
with a linear filter. In voiced speech, the source originates from the vibration of the vocal folds,
which produces a quasi-periodic glottal sound wave whose fundamental frequency defines the pitch.
In unvoiced speech, a noise source is produced by a turbulent airflow or an acoustic impulse. The
source signal is modified by the vocal tract, which is assumed to act as a linear filter. The cavities of
the vocal tract give rise to resonances, which are called the formants and are characterized by their
frequency, amplitude and bandwidth. By moving the speech articulators such as the tongue, lips,
and jaw, humans modify the shape of their vocal tract, which results in a change of the acoustic filter
and the associated resonances. This is how the different elementary speech sounds called phonemes
are produced to form syllables, words and sentences.

The power spectra and the spectral envelopes of two French vowels are displayed in Figure 1. The
spectral envelopes show that the formant frequencies are different for the two vowels. In this ex-
ample however, the harmonic structure of the spectra shows that the fundamental frequency is the
same for the two vowels. Formant frequencies are important distinctive features of vowels. In a
first approximation, they can be related to the opening of the mouth, the front/rear position of the
tongue, and the rounding of the lips for the first, second, and third formant respectively. For voiced
phonemes, humans are able to control the formants independently of the pitch (i.e., to change the
filter independently of the source (Fant, 1970)) and of each other (MacDonald et al., 2011). The in-
dependence of the source and filter characteristics makes the speech signals an interesting material
for representation learning methods, especially with deep generative latent-variable models.

In the present study, in addition to the pre-trained IS-VAE speech spectrogram model, we also
assume the availability of an artificial speech synthesizer allowing for an accurate and independent
control of the fundamental frequency and formants. In this work, we use Soundgen (Anikin, 2019),
a parametric synthesizer based on the source-filter model of speech production. For a given speech
sound, the voiced component of the source signal is generated by a sum of sine waves, the noise
component by a filtered white noise, and both components are then summed and passed through a
linear filter simulating the effect of the human vocal tract. Importantly, this synthesizer allows us to
easily generate artificial speech data labeled with the fundamental frequency and formant frequency
values.

3 ANALYZING AND CONTROLLING SOURCE-FILTER FACTORS OF SPEECH
VARIATION IN THE VAE

In this section, from a VAE trained on natural speech signals and a few artificially-generated labeled
speech signals, we propose (i) a method to learn latent subspaces encoding source-filter factors of
speech variation, (ii) a simple strategy to measure the disentanglement of the learned representation,
and (iii) a weakly-supervised approach to control the continuous factors of variation in the learned
subspaces and generate corresponding speech signals.

Let fi denote the speech factor of variation (in Hz) corresponding to the fundamental frequency, for
i = 0, and to the formant frequencies, for i 2 f1; 2; :::g. Let Di denote a dataset of artificially-
generated speech vectors (more precisely short-term power spectra) synthesized by varying only fi,
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Figure 1: Power spectrum (solid black line) and spectral envelop (orange dashed line) for two vowels
uttered by a male speaker.

all other factors ffj ; j 6= ig being arbitrarily fixed. All examples inDi are labeled with the factors of
variation. It would be very difficult to build such a dataset from existing corpora of unlabeled natural
speech. In contrast, it is an easy task using an artificial speech synthesizer such as Soundgen, which
precisely takes the fundamental frequency and formant parameters as input, and outputs waveforms
from which we extract power spectra.

3.1 LEARNING LATENT SUBSPACES ENCODING SOURCE-FILTER FACTORS OF VARIATION

Let p̂(i)(x) denote the empirical distribution associated with Di, defined similarly as p̂(x). We also
introduce the following marginal distribution over the latent vectors:

q̂
(i)
� (z) =

Z
q�(zjx)p̂(i)(x)dx =

1

#Di

X
xn2Di

q�(zjxn): (3)

In the literature, this quantity is referred to as the aggregated posterior (Makhzani et al., 2016).
However, q�(zjx) is usually aggregated over the empirical distribution p̂(x) such that the aggregated
posterior is expected to match with the prior p(z) (Chen et al., 2018; Dai & Wipf, 2018). In contrast,
in Equation (3) we aggregate over the “biased” data distribution p̂(i)(x), where we know only one
latent factor varies. This defines the explicit inductive bias (Locatello et al., 2019) that we exploit to
learn the latent source-filter representation of speech in the VAE.

In the following of the paper, without loss of generality, we assume that, for each data vector in Di,
the associated latent vector z has been centered by subtracting the mean vector

��(Di) = E
q̂

(i)
� (z)

[z] =
1

#Di

X
xn2Di

��(xn): (4)

Because only one factor varies in Di, we expect latent vectors drawn from the “biased” aggregated
posterior in Equation (3) to live on a lower-dimensional manifold embedded in the original latent
space RL. We assume this manifold to be a subspace characterized by its semi-orthogonal basis
matrix Ui 2 RL�Mi , 1 �Mi < L. This matrix is computed by solving the following optimization
problem:

min
U2RL�Mi

E
q̂

(i)
� (z)

h

z�UU>z


2

2

i
; s:t: U>U = I: (5)

The space spanned by the columns of Ui is a subspace of the original latent space RL in which the
latent vectors associated with the variation of the factor fi inDi are expected to live. In Appendix A,
we show that, similarly to principal component analysis (PCA) (Pearson, 1901), the solution to the
optimization problem (5) is given by the Mi eigenvectors corresponding to the Mi largest eigenval-
ues of

S�(Di) =
1

#Di

X
xn2Di

�
��(xn)��(xn)> + diagfv�(xn)g

�
� ��(Di)��(Di)>: (6)

The dimension Mi of the subspace can be chosen such as to retain a certain percentage of the data
variance in the latent space. Note that the only source of supervision used here is the knowledge that
only the factor fi varies in the dataset Di.

3.2 DISENTANGLEMENT ANALYSIS OF THE LATENT REPRESENTATION

As defined by Higgins et al. (2018), a representation is disentangled if it is possible to learn orthog-
onal latent subspaces associated with each factor of variation, whether they are single- or multi-
dimensional. The approach presented in the previous subsection exactly follows this definition and
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offers a natural and straightforward way to objectively measure if the unsupervised VAE managed
to learn a disentangled representation of the factors of variation under consideration. First, by sim-
ply looking at the eigenvalues associated with the columns of Ui 2 RL�Mi , we can measure the
amount of variance that is retained by the projection UiU

>
i . If a small number of components Mi

represents most of the variance, it indicates that only a few intrinsic dimensions of the latent space
are dedicated to the factor of variation fi and varying this factor can be done by affine transforma-
tions. Second, if for two different factors of variation fi and fj , with i 6= j, the columns of Ui are
orthogonal to those of Uj , this indicates that the two factors are encoded in orthogonal subspaces
and therefore disentangled. It should however be verified experimentally that applying transforma-
tions by moving onto the subspace associated with fi generalizes to values of ffj ; j 6= ig different
than the ones used in Di.

3.3 CONTROLLING THE FACTORS OF VARIATION FOR SPEECH TRANSFORMATION AND
GENERATION

So far, for each factor fi, we have defined a methodology to learn a latent subspace Ui 2 RL�Mi

that encodes its variations in the dataset Di, containing a few examples of speech data generated
by an artificial synthesizer. Making now use of the labels in Di, we learn a regression model g�i :
R+ 7! RMi from the factor fi, whose value is denoted by y 2 R+, to the data coordinates in
the latent subspace defined by Ui. The parameters �i are defined as the solution of the following
optimization problem:

min
�

n
E
q̂

(i)
� (z;y)

h

g�(y)�U>i z


2

2

i
c
=

1

#Di

X
(xn;yn)2Di



g�(yn)�U>i
�
��(xn)� ��(Di)

�

2

2

o
;

(7)
where q̂(i)

� (z; y) =
R
q�(zjx)p̂(i)(x; y)dx, p̂(i)(x; y) is the empirical distribution associated with

Di, considering now both the speech data vector x and the label y, and c
= denotes equality up to

an additive constant w.r.t. �. The dataset Di is very small with only a few hundreds examples,
and as it is synthetic and labels are not provided by human annotators, the problem can be consid-
ered very weakly supervised. For simplicity and because it revealed efficient for this task, g�i is
chosen as a piece-wise linear regression model learned independently for each output coordinate
m 2 f1; :::;Mig. This choice is supported by the fact that the semi-orthogonal matrix Ui decorre-
lates the data (Bengio et al., 2013). Solving the optimization problem (7) then basically consists in
solving a linear system of equations (Jekel & Venter, 2019).

We can now transform a speech spectrogram by analyzing it with the VAE encoder, then linearly
moving in the learned subspaces using the above regression model, and finally resynthesizing it with
the VAE decoder. Given a source latent vector z and a target value y for the factor fi, we apply the
following affine transformation:

~z = z�UiU
>
i z + Uig�i(y): (8)

This transformation consists in (i) subtracting the projection of z onto the subspace associated with
the factor of variation fi; and (ii) adding the target component provided by the regression model
g�i mapped from the learned subspace to the original latent space by the matrix Ui. This operation
allows us to move only in the latent subspace associated with the factor fi. If this subspace is
orthogonal to the latent subspaces associated with the other factors ffj ; j 6= ig, the latter should
remain the same between z and ~z, only fi should be modified. This process can be straightforwardly
generalized to multiple factors, by subtracting and adding terms corresponding to each one of them.

Finally, as the prior p(z) and inference model q�(zjx) are Gaussian (see Equations (1) and (2)), the
transformation in Equation (8) has the following probabilistic formulation (using U>i Ui = I):

p(~z; fi = y) = N
�

~z; Uig�i(y); I�UiU
>
i

�
(9)

q�(~zjx; fi = y) = N
�

~z; Uig�i(y) + (I�UiU
>
i )��(x); (I�UiU

>
i ) diagfv�(x)g

�
: (10)

The prior in Equation (9) is now conditioned on the factor fi and can be used to generate speech data
given input trajectories of fundamental frequency and formant frequencies. As we assumed centered
latent data, the mean vector ��(Di) defined in Equation (4) must be added to ~z before mapping this
vector through the generative model p�(xjz).
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(a) Fundamental frequency and formant transforma-
tions of the vowel /a/ uttered by a female speaker.

(b) Spectrogram generated from input trajectories of
the fundamental frequency and formant frequencies.

(c) Left: original spectrogram of a speech signal uttered by a female speaker; Middle: transformed spectrogram
where the fundamental frequency is set constant over time; Right: transformed spectrogram where the original
voiced speech signal (left) is converted into a whispered speech signal (i.e., the pitch is removed).

Figure 2: Qualitative example of modi�ed and generated spectrograms with the proposed method.
The color bar indicates the power in dB.

4 EXPERIMENTS

This section presents qualitative and quantitative experimental results of the proposed method for
controlling the fundamental frequency and formant frequencies of speech signals with a VAE. The
VAE is trained on about 25 hours of multi-speaker speech data from the Wall Street Journal (WSJ0)
dataset (Garofolo et al., 1993a). The data space dimension is 513 and the latent space dimension is
16. For a given factor of variation, the corresponding latent subspace is learned (see Section 3.1)
using short trajectories of speech power spectra (corresponding to a few seconds of speech) gen-
erated with Soundgen (Anikin, 2019), all other factors being arbitrarily �xed. When solving the
optimization problem (5), the latent subspace dimensionM i of each factor of variation is chosen
such that 80% of the data variance is retained. This leadsM 0 = 4 , M 1 = 1 andM 2 = M 3 = 3 . The
regression models used to control the speech factors of variation in the latent space (see Section 3.3)
are learned on the same trajectories, but using the labels that correspond to the input control parame-
ters of Soundgen (i.e., fundamental frequency and formant frequencies values). More details on the
experimental set-up can be found in Appendix B. Given a generated or transformed spectrogram,
we use Waveglow (Prenger et al., 2019) to reconstruct the time-domain signal.

4.1 QUALITATIVE RESULTS

In Figure 2a, we illustrate the ability of the proposed method to modify the fundamental frequency
and formant frequencies in an accurate and independent manner. The spectrogram contains �ve
segments of equal length. The �rst segment corresponds to the original spectrogram of the steady
vowel /a/ uttered by a female speaker. In the following segments, we vary successively each indi-
vidual factorf i , for i = 0 to 3, as indicated by the black lines in the �gure. Variations off 0 modify
the harmonic structure of the signal while keeping the formant structure unaltered. Variations off i ,
i 2 f 1; 2; 3g, modify the formant frequencies (i.e., the vocal tract resonances, as indicated by the
color map) while keeping the fundamental frequency unaltered. Figure 2b represents a spectrogram
generated by using the conditional prior in equation (9) (generalized to conditioning on multiple fac-
tors). We can see that the characteristics of the generated speech spectrogram match well with the
input trajectories represented by the lines in the �gure. In Figure 2c, from left to right we show the
original spectrogram of a speech signal uttered by a female speaker (left), and the transformed spec-
trograms where the fundamental frequency is set constant over time (middle) and where the pitch
has been removed (i.e., the original voiced speech signal is converted into a whispered speech signal)
(right). This last spectrogram is simply obtained by subtracting toz its projection onto the latent
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